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Abstract 

I n  this paper, we review the development of shock-capturing methods, 

paying special attention to the increasing nonlinearity i n  the design of 

numerical schemes. We study the nature of this nonlinearity and examine its 

relation to upwind differencing. This nonlinearity of the modern shock- 

capturing methods is essential, i n  the sense that linear analysis is not 

justified and may lead to wrong conclusions. Examples to demonstrate this 

point are given. 
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1. IRTRODUCTION 

In this paper, we describe and analyze numerical techniques that are 

designed to approximate weak solutions of hyperbolic systems of conservation 

laws in several space dimensions. For sake of exposition, we shall describe 

these methods as they apply to the pure initial value problems ( IVP)  for a 

one-dimensional scalar conservation law 

u + f(Ulx = 0, u(x,O) = uo(x). t 

To furt.&er simp ify our presentation, we assume that the flux f(u) is a 

convex function, i.e., f”(u) > 0 and that the initial data uo(x) are 

piecewise smooth functions which are either periodic or of compact support. 

Under these assumptions, no matter how smooth uo is, the solution u(x,t) of 

the IVP (1.1) becomes discontinuous at some finite time In order to 

extend the solution for t > tc, we introduce the notion of weak solutions, 
which satisfy 

t = tc. 

(1.2a) 
b d -1 

dt a 
u dx + f(u(b,t)) - f(u(a,t)) = 0 

for all b > a and t > 0. Relation (1.2a) implies that u(x,t) satisfies 

the PDE in (1.1) wherever it is smooth, and the Rankine-Hugoniot jump relation 

- - 

across curves x = y(t) of discontinuity. 
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It is w e l l  known t h a t  weak s o l u t i o n s  are not uniquely determined by their 

i n i t i a l  data. To overcome t h i s  d i f f i c u l t y ,  we cons ider  the  IVP (1.1) t o  be 

the  vanishing v i s c o s i t y  l i m i t  E + 0 of t h e  pa rabo l i c  problem 

(1.3a) 

and i d e n t i f y  the  unique "phys ica l ly  re levant"  weak s o l u t i o n  of (1.1) by 

(1.3b) 8 u = l i m c  + ou . 

The l i m i t  s o l u t i o n  (1.3) can be c h a r a c t e r i z e d  by an i n e q u a l i t y  t h a t  t h e  

va lues  uL = u(y - O , t ) ,  uR = u(y + 0 , t )  and s = dy/d t  have t o  s a t i s f y ;  

t h i s  i nequa l i ty  is c a l l e d  an  entropy condi t ion ;  admiss ib le  d i s c o n t i n u i t i e s  are 

c a l l e d  shocks. When f ( u )  i s  convex, t h i s  i n e q u a l i t y  is  equiva len t  t o  Lax's 

shock condi t ion 

where a(u) = f ' (u) i s  t h e  c h a r a c t e r i s t i c  speed ( s e e  [20]  f o r  more d e t a i l s ) .  

We tu rn  now t o  d e s c r i b e  f i n i t e  d i f f e r e n c e  approximations f o r  t h e  

numerical  s o l u t i o n  of t h e  XVP (1.1). L e t  v denote  t h e  numerical  

approximation t o  u ( x j , t n )  where x j  = j h ,  t, = M ;  le t  v h ( x , t >  be a 

g l o b a l l y  defined numerical  approximation a s s o c i a t e d  with the  d i s c r e t e  va lues  

j 

The c l a s s i c a l  approach t o  t h e  des ign  of numerical methods 

d i f f e r e n t i a l  equat ions  i s  t o  o b t a i n  a so lvab le  set  of equat ions  

f o r  p a r t i a l  
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by replacing derivatives in the PDE by appropriate discrete approximations. 

Therefore, there is a conceptual diffficulty in applying classical methods to 

compute solutions which may become discontinuous. Lax and Wendroff [21] 

overcame this difficulty by considering numerical approximations to 

the Weak d O h m d m n  (1.2a) rather than to the PDE (1.1). For this purpose, 

they have introduced the notion of schemes in conservation form: 

(1.5a) 

- 
denotes fi+ 1/2 here X = r/h and 

(1.5b) 

- 
f(w1,...,w2k) is a numerical flux function which is consistent with the 

flux f(u), in the sense that 

- 
(1.5~) f(U,U,...U) = f(u); 

Eh Lax and Wendroff proved that if 

the numerical approximation converges boundedly almost everywhere to some 

function u, then u is a weak solution of (l.l), i.e., it satisfies the weak 

formulation (1.2a). Consequently discontinuities in the limit solution 

automatically satisfy the Rankine-Hugoniot relation (1.2b). We refer to this 

methodology as shock-capturing (a phrase coined by H. Lomax). 

denotes the numerical solution operator. 

T- * C - l l - - - , . -  
LII L ~ C  L u A u n v l i i g ,  we list the nurnericd f l u x  functioIi O€ various ;-point 

schemes (k = 1 in (1.5b)): 
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(i) The Lax-Friedrichs scheme [19]  

(ii) Godunov’s scheme [5 ]  

he re  V(x/t;  w1,w2) denotes  the  self-similar s o l u t i o n  of t he  IVP (1.1) wi th  

t h e  i n i t i a l  d a t a  

x < o  1:: x > o  

(1.7b) u,(x) = 

(iii) The Cole-Murman scheme [26]: 

f (w2) - f(Wl) 
i f  w # w2 w9 - W! 1 

a b l  1 i f  w1 

L 

. 
= w2 

where 

- 
a ( w  w ) = 1’ 2 (1.8b) 

( i v )  The Lax-Wendroff scheme [21]: 
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(v) MacCormack's scheme [24]:  

L e t  E ( t )  denote  t h e  evo lu t ion  ope ra to r  of the exac t  s o l u t i o n  of (1.1) 

and l e t  Eh denote t h e  numerical s o l u t i o n  ope ra to r  def ined by t h e  RHS of 

(1.5a). We say t h a t  t h e  numerical scheme is r- th  o r d e r  a c c u r a t e  ( i n  a 

pointwise s e n s e )  i f  i ts  l o c a l  t r u n c a t i o n  e r r o r  s a t i s f i e s  

(1.11) E ( T )  u - Eh u = 0(h r+ l )  

f o r  a l l  s u f f i c i e n t l y  smooth u; he re  'I = O(h). I f  r > 0, w e  say t h a t  t h e  

scheme is c o n s i s t e n t .  

The schemes of Lax-Friedrichs (1.6),  Godunov (1.7) and Cole-Murman (1.8) 

are f i r s t  o r d e r  accu ra t e ;  t h e  schemes of Lax-Wendroff (1.9) and MacCormack are 

second o r d e r  accu ra t e .  

We remark t h a t  t h e  Lax-Wendroff theorem states t h a t  if the scheme is 

convergent,  t hen  t h e  t h e  l i m i t  s o l u t i o n  s a t i s f i e s  t he  weak formulat ion (1.2b); 

however, i t  need not be t h e  entropy s o l u t i o n  of t he  problem (see [ l l ] ) .  It is 

easy t o  see t h a t  t h e  schemes of Cole-Murman (1.8), Lax-Wendroff (1.9) and 

MacCormack (1.10) admit a s t a t i o n a r y  "expansion shock" (i.e., f (uL)  = f(uR) 

wi th  a(uL) < a ( u R ) )  as a s t eady  so lu t ion .  This  problem can be e a s i l y  

r e c t i f i e d  by adding s u f f i c i e n t  numerical d i s s i p a t i o n  t o  the  scheme (see [25] 

and [ l o ] ) .  

VL- - - - > a  -.-l 
lllr C a L u ~ t l d ~  probiem t h a t  is yer: t o  be resoived is  the q u e s t i o n  of 

convergence of t h e  numerical approximation. 
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2. LINEAR STABILITY AND COMPUTATION OF WEAK SOLUTIONS 

L e t  us consider  t h e  cons t an t  c o e f f i c i e n t  case f ( u )  = au, a = const .  i n  

( l . l ) ,  i.e.,  

( 2 . l a )  u + au = 0, u(x,O) = uo(x) ,  t X 

t h e  s o l u t i o n  t o  which i s  

( 2 . l b )  u ( x , t )  = uo(x - a t ) .  

In t h i s  case, a l l  t h e  schemes mentioned i n  t h e  previous s e c t i o n ,  (1.6) - 

( l . l O ) ,  take t h e  form 

where C, are c o n s t a n t s  independent of j (C, are polynomial f u n c t i o n s  

of t h e  CFL number v = Aa). We n o t e  t h a t  i n  t h e  cons t an t  c o e f f i c i e n t  case 

Godunov's scheme is  i d e n t i c a l  t o  t h a t  of Cole-Murman; t h e  MacCormack scheme is 

i d e n t i c a l  t o  t h a t  of Lax-Wendroff. Since t h e  numerical s o l u t i o n  o p e r a t o r  

El, of these  schemes i n  t h e  cons t an t  c o e f f i c i e n t  case becomes a l i n e a r  

o p e r a t o r ,  we s h a l l  r e f e r  t o  t h e s e  schemes as e s s e n t i a l l y  l i n e a r  o r  j u s t  

" l i n e a r "  schemes. 

Next we b r i e f l y  review t h e  convergence theory of l i n e a r  schemes; we r e f e r  

t h e  reader t o  [29] for a d e t a i l e d  a n a l y s i s .  

We say t h a t  t h e  numerical  scheme is s t a b l e  if 



(2.3a) ll(Eh)nll - < C f o r  0 - < nr - < T ,  T = O(h). 

The cons tan t  c o e f f i c i e n t  scheme (2.2) i s  s t a b l e  i f  and only i f  i t  s a t i s f i e s  

von Neumann's condi t ion :  

(2.3b) f o r  a l l  0 < 5 < 'R. - -  
25-k 

It is easy t o  v e r i f y  t h a t  all t he  3-point schemes (1.6) - (1.10) s a t i s f y  

cond i t ion  (2.3b) under t h e  Courant-Friedrichs-Lewy (CFL) r e s t r i c t i o n  

and thus are l i n e a r l y  s t a b l e .  The notion of s t a b i l i t y  (2.3a) is r e l a t e d  t o  

convergence through Lax's equivalence theorem, which states t h a t  a c o n s i s t e n t  

l i n e a r  scheme is convergent i f  and only i f  it is s t a b l e .  

The accumulation of e r r o r  i n  a computation wi th  a l i n e a r l y  s t a b l e  scheme 

(2.2) is l i n e a r ,  i n  t h e  sense  t h a t  i f  the l o c a l  t r u n c a t i o n  e r r o r  (1.11) i s  

O(hr+l),  then  a f t e r  performing time-steps,  t h e  e r r o r  is  

O(hr), i.e., 

N = T / r  = O(h-l) 

An immense body of work has  been done t o  f i n d  ou t  whether s t a b i l i t y  of 

t h e  cons t an t  c o e f f i c i e n t  scheme with respec t  t o  a l l  "frozen c o e f f i c i e n t s "  

associated with the problem, i q l i e s  convergence in t h e  variable ccefficient 

case and i n  t h e  nonl inear  case. 
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I n  the v a r i a b l e  c o e f f i c i e n t  case, where the  numerical  s o l u t i o n  o p e r a t o r  

i s  l i n e a r  and Lax's equivalence theorem holds ,  i t  comes out  t h a t  t h e  s t a b i l i t y  

of t he  var iab le  c o e f f i c i e n t  scheme depends s t r o n g l y  on t h e  d i s s i p a t i v i t y  of 

t h e  constant c o e f f i c i e n t  one,  i.e., on t h e  p a r t i c u l a r  way i t  damps t h e  high- 

frequency components i n  t h e  Four i e r  r e p r e s e n t a t i o n  of t h e  numerical  s o l u t i o n .  

I n  the nonl inear  case, under assumptions of s u f f i c i e n t  smoothness of t h e  

PDE, its s o l u t i o n  and t h e  f u n c t i o n a l  d e f i n i t i o n  of t h e  numerical  scheme, 

S t r ang  proved t h a t  l i n e a r  s t a b i l i t y  of t he  f i r s t  v a r i a t i o n  of t he  scheme 

i m p l i e s  i t s  convergence; w e  refer the  r eade r  t o  [291 f o r  more d e t a i l s .  

Although t h e r e  is no r igorous  theory t o  support  t h e  suppos i t i on  t h a t  

l i n e a r l y  s t a b l e  schemes should converge i n  t h e  case of d i scont inuous  s o l u t i o n s  

of nonl inear  problems, we f i n d  i n  p r a c t i c e  t h a t  t h i s  is t r u e  i n  many (a l though 

not a l l )  i n s t ances ;  when such a scheme f a i l s  t o  converge, we r e f e r  t o  t h i s  

case as "nonlinear i n s t a b i l i t y " .  The occurrence of a nonl inear  i n s t a b i l i t y  i s  

u s u a l l y  assoc ia ted  with i n s u f f i c i e n t  numerical  d i s s i p a t i o n  which t r i g g e r s  

exponent ia l  growth of t h e  high-frequency components of t he  numerical so lu t ion .  

Next w e  present  two shock-tube c a l c u l a t i o n s  by t h e  scheme (1.5) wi th  t h e  

numerical  f l u x  

The shock-tube problem i s  modelled by a Riemann IVP f o r  t h e  one-dimensional 

Eu le r  equations of compressible gas:  

x < o  

x > o  (2.7a) u t + f (Ulx  = 0,  u(x,O) = {: 
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(2.7b) 

w i t h  

Here p ,  q,  p, and E are t h e  d e n s i t y ,  v e l o c i t y ,  p re s su re ,  and t o t a l  

energy, r e s p e c t i v e l y .  I n  t h e s e  c a l c u l a t i o n s ,  y = 1.4 and 

(2.7d) = (0.445, 0.3111, 8.928), % = (0.5, O., 1.4275). 

The exact  s o l u t i o n  t o  t h i s  Riemann problem c o n s i s t s  of a shock propagating t o  

t h e  r i g h t  followed by a con tac t  d i s c o n t i n u i t y  and a l e f t -p ropaga t ing  

r a r e f a c t i o n  wave; i t  is shown by a continuous l i n e  i n  Figures  1 and 2. The 

numerical s o l u t i o n  of (2.6) is shown i n  Figures 1 and 2 by circles. 

F igu re  1 shows t h e  r e s u l t s  of the second-order a c c u r a t e  MacCormack 

scheme, i.e., f3 = 0 i n  (2.6). Observe t h e  l a r g e  spu r ious  o s c i l l a t i o n s  a t  

t h e  shock and a t  t h e  con tac t  d i s c o n t i n u i t y  -- t h i s  is  a Gibbs-like 

phenomenon. Note t h a t  a l though t h e  r a r e f a c t i o n  wave is computed r a t h e r  

a c c u r a t e l y ,  t h e r e  are some spurious o s c i l l a t i o n s  a t  i t s  r i g h t  endpoint due t o  

t h e  d i s c o n t i n u i t y  i n  t h e  f i r s t  d e r i v a t i v e  t h e r e .  

Figure 2 shows t h e  r e s u l t s  of the f i r s t - o r d e r  a c c u r a t e  scheme (2.6) 

with 8 = i. Gbserve t ha t  now t h e  numericai s o i u t i o n  is o s c i i i a t i o n - f r e e .  
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However, both the shock and the contact discontinuity are now smeared much 

more than the corresponding ones in Figure 1. Note the excessive rounding of 

the corners at the endpoints of the rarefaction wave. 

It is important to understand that the Gibbs-phenomenon by itself is not 

an instability; this is self-evident when we consider the constant coefficient 

problem (2.1) with discontinuous initial data uo. However, in compressible 

gas calculations, where both density and pressure are restricted to have 

nonnegative values , the Gibbs phenomenon may cause the numerical solution t o  

get out of the physical domain. Attempting to replace negative values of 

density and pressure by positive ones makes the scheme nonconservative and may 

result in an exponential growth of the solution. 

The comparison between Figure 1 (0 = 0) and Figure 2 ( 0  = 1) 

shows that the Gibbs phenomenon in the second-order accurate scheme can be 

controlled by the addition of a numerical viscosity term. To do so without 

losing the second-order accuracy, Lax and Wendroff [21] suggested to take in 

(2.6) 0 = 0(w1,w2) of the form 

here a = f’(u) and x is a dimensionless constant; observe that 

8 G 0 in the constant coefficient case. 

Numerical experiments showed that as x increases the size of the 

spurious oscillations decreases, but at the cost of increased smearing of the 

discontinuity. Furthermore, when x is fixed, the size of the spurious 

oscillations increases with the strength of the shock. These observations 

indicate that the numerical viscosity term (2.8) does not have an approriate 
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f u n c t i o n a l  dependence on t h e  parameters that  c o n t r o l  t h e  Gibbs phenomenon. 

Consequently,  t h e  choice of a s u i t a b l e  value of x is  problem dependent,  

and t h e  p r a c t i c a l  use of t h e  numerical  scheme r e q u i r e s  s e v e r a l  p re l imina ry  

runs  t o  "tune parameters". 

I d e a l l y ,  we would l i k e  t o  have high-order accu ra t e  schemes t h a t  are 

capable  of propagat ing a shock wave without  having any spur ious  

o s c i l l a t i o n s .  I n  t h e  scalar case, t h i s  can be accomplished by des igning  

schemes t o  be monotonicity preserv ing ,  i . e . ,  t o  s a t i s f y  

v monotone Eh v monotone. 

Godunov [ 5 ]  has considered t h i s  avenue of des ign  i n  t h e  cons tan t  c o e f f i c i e n t  

case ( 2 . 1 )  and showed t h a t  monotonicity preserv ing  &Wah schemes ( 2 . 2 )  are 

n e c e s s a r i l y  only f i r s t  o rder  accura te .  F o r  some t i m e  t h i s  r e s u l t  has  been 

perceived as saying t h a t  high-order schemes are n e c e s s a r i l y  o s c i l l a t o r y .  Only 

much later w a s  i t  r e a l i z e d  t h a t  Godunov's r e s u l t  a p p l i e s  only t o  l i n e a r  

schemes and t h a t  i t  i s  p o s s i b l e  t o  design ~ a d h W z  high o rde r  a c c u r a t e  

schemes t h a t  are monotonici ty  preserv ing  ( s e e  [ 1 1 ,  [ 2 2 1 ,  [ 6 1 ,  [ 2 3 1 ,  [ 7 1 ,  [ 2 1 ,  

and [ 3 0 ] ) .  Schemes of t h i s  type  are the "modern shock-capturing schemes" 

r e f e r r e d  t o  i n  t h e  t i t l e  of t h i s  paper. 

I n  t h e  rest of t h i s  pape r  we concentrate  on t h e  des ign  and a n a l y s i s  of 

such h ighly  non l inea r  schemes. Even i n  t h e  cons tan t  c o e f f i c i e n t  case t h e s e  

schemes are nonl inear  t o  the  ex ten t  t h a t  does not  j u s t i f y  the  use of l o c a l  

l i n e a r  s t a b t l i t y .  Therefore ,  we s h a l l  s ta r t  our journey i n t o  t h e  non l inea r  

wcrld by intrs&Gcfng the  G o t i o i l  uf ---- '  LULU - - - - - *  v a r ~ a ~ i o n  --' s t a b i l i t y ,  which is more 

s u i t a b l e  t o  handle  t h i s  type of schemes. 
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3. TOTAL VARIATION STABILITY BND TVD ScBE)IES 

G l i m m  [ 4 ]  has considered t h e  numerical  s o l u t i o n  by a random choice method 

of an IVP f o r  a system of conserva t ion  l a w s  wi th  i n i t i a l  d a t a  of small t o t a l  

v a r i a t i o n ,  and proved e x i s t e n c e  of weak s o l u t i o n s  by showing convergence of 

subsequences. Following ideas  used i n  Gl imm's  convergence proof , we can 

formula te  the fol lowing theorem f o r  convergence t o  weak s o l u t i o n s .  

Theorem 3.1: L e t  V h  be a numerical  s o l u t i o n  of a conserva t ive  scheme 

(1.5).  

where TV( ) denotes  t h e  t o t a l  v a r i a t i o n  i n  x and C is a cons tan t  

independent of h f o r  0 - -  < t < T, then any refinement sequence h + 0 

wi th  T = O(h) has a convergent subsequence h .  + 0 t h a t  converges i n  

L i o c  
J 

t o  a weak s o l u t i o n  of (1.1). 

( i i )  I f  Vh i s  c o n s i s t e n t  with an entropy i n e q u a l i t y  which impl ies  

uniqueness of t h e  IVP ( l . l ) ,  then t h e  scheme i s  convergent ( i . e . ,  a l l  

subsequences have t h e  same l i m i t ,  which is  the  unique entropy s o l u t i o n  of t he  

IVP (1.1)). 

We remark t h a t  u n l i k e  convergence theorems of c lass ical  numerical  

a n a l y s i s ,  i n  which one shows t h a t  t he  d i s t a n c e  between t h e  s o l u t i o n  and i t s  

numerical  approximation vanishes  as h -). 0,  t h e  convergence argument i n  the  
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above theorem relies on a combination of compactness and uniqueness; its 

relation to an existence proof is quite obvious (see [ 8 ]  for more details). 

Next we demonstrate the use of Theorem 3.1 to prove convergence of 

schemes in conservation form (1.5) which are monotone, i.e., are of the form 

(3.2) 

where H is a monotone nondecreasing function of each of its arguments in the 

0 interval [a, b] , We note that the schemes of Godunov 
j’ j 

(1 .7 ) ,  Lax-Friedrichs (1.6) and the first order scheme (2.6) with 9 I 1, 

are all monotone. 

a = min vo b = max v . 

We start by observing that the operator Eh in (3.2) is order preserving 

(3.3a) Eh u > Eh Ve u > v  - .-} - 

Since Eh is also conservative, 

(3.3b) 

it follows then from a Lemma of Crandall and Tartar (see [3]) that 

2 -contractive, i.e., for all u and v in 

Eh is 

1 

(3.3c) IEh u - Eh VH < H U  - vi1 5 - 
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w e  g e t  from ( 3 . 3 ~ )  t h a t  

(3.4a) 

where 

(3.4b) 

TV(Eh V )  TV(V) 

It follows then t h a t  t he  numerical s o l u t i o n  s a t i s f i e s  (3.1) w i th  C = 1; thus  

w e  have e s t ab l i shed  the  convergence of subsequences. To show t h a t  a l l  l i m i t  

s o l u t i o n s  are t h e  same, we can use a n  argument of Barbara Keyf i t z  i n  t h e  

appendix t o  [ l l ] ,  which shows t h a t  ( 3 . 3 ~ )  imp l i e s  t h a t  t h e  scheme i s  

c o n s i s t e n t  with Oleinik’s entropy condi t ion.  This  shows t h a t  monotone schemes 

s a t i s f y  the requirements of Theorem 3.1 and thus  are convergent. 

Unfortunately,  monotone schemes are n e c e s s a r i l y  only f i r s t  o rde r  a c c u r a t e  

(see [ 111). However, once we g ive  up t h e  requirement (3.3a) t h a t  Eh be an 

o r d e r  preserving o p e r a t o r  and cons ide r  t h e  l a r g e r  class of schemes t h a t  

s a t i s f y  only (3.4), i .e. ,  schemes t h a t  are to t a l -va r i a t ion -d imin i sh ing  (TVD), 

i t  becomes p o s s i b l e  t o  o b t a i n  second o r d e r  accuracy. Observe t h a t  TVD schemes 

are necessa r i ly  monotonicity preserving ( s e e  [7]). 

The following theorem provides  an almost complete c h a r a c t e r i z a t i o n  of TVD 

schemes (see [ 7 ] ,  [ 8 ] ,  and [18 ] ) .  
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Theorem 3.2: L e t  Eh be a numerical s o l u t i o n  ope ra to r  of t he  form 

(3.5a) 

where 

n n n 
(3.5b) Ai+1/2v = i+ 1 - V i '  

and C , ( j >  denotes some f u n c t i o n a l  of vn evaluated a t  j .  Then Eh i s  

TVD i f  (and only i f ) '  t h e  fol lowing r e l a t i o n s  hold: 

, 
, 

(3.6b) -Co(j) -Cl(j + 1 )  - > ... 2 -Ck-l ( j + k - 1 ) > 0  - 

( 3 . 6 ~ )  -Co(j) + C - l ( j  - 1 )  - < 1 .  

We t u r n  now t o  cons ide r  t he  important case of k = 1 i n  (3.5),  i.e., 

(3 .7)  

w e  r e f e r  t o  (3.7) as an e s s e n t i a l l y  3-point scheme, because t h e  c o e f f i c i e n t s  

C o ( j )  and C - l ( j )  may depend on more than j u s t  { v ~ - ~ ,  v j s  v j + I l *  To see n n n  

~ 

Theorem 3.2 is not  a complete c h a r a c t e r i z a t i o n  of TVD schemes, s i n c e  t h e  
r e p r e s e n t a t i o n  of a g iven  nonl inear  scheme i n  the  form (3.5) i s  not unique. 
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t h e  r e l a t i o n  between t h e  form (3.7) and t h e  conse rva t ion  form (1.5) l e t  u s  

cons ide r  the scheme 

(3.8a) 

w i th  

2). f i + 1 / 2  = 7 (fi + f i + l  - %+1/2"+1/2 
1 - 

(3.8b) 

It is easy to  see t h a t  (3.8) can be r e w r i t t e n  i n  t h e  form (3.7) w i th  

), which is de f ined  by (1.8b). - - n n  
here ai+1/2 = a h i '  V i + l  

Applying Theorem 3.2 t o  t h e  scheme (3.8), we g e t  t h a t  i t  is TVD i f  

We turn now t o  o u t l i n e  t h e  modified f l u x  approach f o r  t h e  c o n s t r u c t i o n  of 

second order accu ra t e  TVD schemes (see [ 7 ] ) .  To s i m p l i f y  our p r e s e n t a t i o n  w e  

choose i n  (3.10a) 

.- 
(3.  lob)  
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t h i s  makes (3.8) i d e n t i c a l  t o  t h e  Cole-Murman scheme (1.8). We observe t h a t  

t h e  TVD proper ty  of t h i s  scheme does not depend on t h e  p a r t i c u l a r  va lue  of 

f ( u ) ,  but only on t h e  CFL-like cond i t ion  

( 3 . 1 0 ~ )  

n o t e  t h a t  t h i s  cond i t ion  involves  only the  g L d  v ~ u e n  f j .  Consequently, i f  

we apply  t h i s  scheme t o  a modified f l u x  mod = fj + g j ,  i.e., 
j 

(3.  l l a )  

where 

( 3 . 1 1 ~ )  

w e  can conclude t h a t  t h i s  scheme is  TVD provided t h a t  

(3.12) lZj+l /2  + vj+l/21 L 

It is easy t o  v e r i f y  by t r u n c a t i o n  e r r o r  a n a l y s i s  t h a t  i f  
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where 

(3.13b) 

then  

( 3 . 1 3 ~ )  

TLW where is t h e  numerical f l u x  (1.9) of t h e  second-order a c c u r a t e  Lax- 

Wendroff scheme. 

I n  [ 7 ]  w e  have taken g t o  be 
j 

s m i n ( l x l , l y l )  if sgn(x)  = sgn(y)  = s . 
otherwise 0 

where 

(3.14b) m(x,y) = 

(3.14a) sa t isf ies  (3.13a) and consequently the  r e s u l t i n g  
gj  

Clear ly  

scheme is second-order a c c u r a t e ,  except a t  l o c a l  extrema where t h e  O(h2) 

t e r m  i n  (3.13a) and ( 3 . 1 3 ~ )  f a i l s  t o  be L i p s c h i t z  continuous.  

Next we show t h a t  due t o  t h i s  p a r t i c u l a r  d e f i n i t i o n  of g , t he  modified 

f l u x  scheme (3.11) which is  second-order a c c u r a t e ,  is a l s o  TVD under t h e  
j 

o r i g i n a l  CFL r e s t r i c t i o n  ( 3 . 1 0 ~ ) ;  t h i s  fol lows immediately from t h e  fol lowing 

l e m m a .  

Lemma 3.3. 

(3.15a) ( i )  
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which proves (3.15a). 

It fol lows t h e r e f o r e  from (3.13b) and (3.15a) t h a t  

I which proves t h i s  lemma. 

We remark t h a t  t h e  modified f l u x  scheme (3.111, as t h e  Cole-Murman scheme 

I i t  is de r ived  from, admits a s t a t i o n a r y  "expansion shock'' as a s t eady  

I i n  (3.10b) by s o l u t i o n .  Replacing qj+1/2 = J'j+l/2 
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r e s u l t s  i n  a modified f l u x  scheme which is  entropy c o n s i s t e n t  (see [28 ] )  and 

t h u s  can be shown t o  be convergent by Theorem 3.1. 

The choice (3.14) of g i s  by no means unique. It is easy t o  check 
j 

t h a t  changing g t o  be 
j 

(3.14a)’ 

w i t h  

( 3  . 14b)- 

o r  

w i t h  

does no t  a l te r  t h e  r e l a t i o n s  (3.13a) and (3.15a) which makes the  modified f l u x  

scheme (3.11) a second-order a c c u r a t e  TVD scheme, under t h e  o r i g i n a l  CFL 

r e s t r i c t i o n  ( 3 . 1 0 ~ ) .  

The modified f l u x  approach is not t h e  only methodology t o  c o n s t r u c t  

second order a c c u r a t e  TVD schemes ( t h e r e  are many ways t o  s k i n  a non l inea r  

cat) .  I n  t h e  next s e c t i o n ,  we s h a l l  d e s c r i b e  t h e  MUSCL scheme of van Leer 

[23 ] ;  other  techniques are descr ibed i n  [30 ] ,  [27] ,  and [31].  Unfortunately,  

a l l  TVD schemes, independent of t h e i r  d e r i v a t i o n ,  are only f i r s t  o rde r  

a c c u r a t e  a t  l o c a l  extrema of t he  s o l u t i o n .  Consequently, TVD schemes can be 

second-order a c c u r a t e  i n  t h e  L1 sense ,  but only f i r s t  o r d e r  a c c u r a t e  i n  t h e  

maximum norm (see [14]  f o r  more d e t a i l s ) .  
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4. GODONOV-TYPE SCHKKES 

I n  this section we describe Godunov-type schemes which are an abstraction 

of Godunov's scheme (1.7) (see [51)  due to ideas in [23], [12], and [131. 

We start with some notations: Let { I  } be a partition of the real line; 
j 

let A( I) denote the interval-averaging (or "cell-averaging") operator 

(4.1) 

- - 
let w = A ( I j )  w and denote w = {Wj} . We denote the approximate 

reconstruction of w(x) from its given cell-averages {Gj} by R ( x ;w). To 

be precise, R(x ; w) is a piecewise-polynomial function of degree (r-11, 

j 

which satisfies 

- 
(4.2a) ( i) R (x ; w/ = w (x) + O(hr) wherever w is smooth 

- 
(4.2b) (ii) A (Ij) R ( ; W) = wj (conservation). 

Finally, we define Godunov-type schemes by 

(4.3a) 

(4.3b) 0 0 v = A ( I j  ) uo ; 
j 

here { I  "1 

evoiution operator of (1.1). 

is the partition of the real line at time tn, and E(t) is the 
j 
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In the scalar case, both the cell-averaging operator A ( 1 . )  and the 

solution operator E ( T )  are order-preserving, and consequently also total- 

variation diminishing (TVD); hence 

J 

(4.4) TV (Eh w) < TV (R ( 0  ; w)). 

This shows that the total variation of the numerical solution of Godunov- 

type schemes is dominated by that of the reconstruction step. 

The original first-order accurate scheme of Godunov is (4.3) with the 

piecewise-constant reconstruction 

(4.5) 
- , f o r x E I  . 

j 
R (x ; w) = w  

j 

Since the piecewise-constant reconstruction (4.5) is an order-preserving 

operation, it follows that 8, is likewise order preserving as a composition 

of 3 such operations; consequently the scheme is monotone. 

The second-order accurate MUSCL scheme of van Leer [23] is (4.3) with the 

piecewise-linear reconstruction 

- 
j '  

for x E I 
j 

(4.6a) R(x; w) = wj + (X - yj) 6 

where s is defined by 
j 

(4.6b) 



- 
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h e r e  y denotes  the  c e n t e r  of I . It is easy t o  v e r i f y  t h a t  t he  p a r t i c u l a r  

form of t h e  s lope  s i n  (4.6) impl ies  t ha t  

j j 

j 

(4.7a) TV (R ( *  ; w)) = TV (w) ; 

hence it fol lows from (4.4) t h a t  t h e  scheme i s  TVD, i.e., 

(4.7b) TV (Eh w) < TV (w) . 

To s impl i fy  our p re sen ta t ion ,  w e  assume from now on t h a t  t h e  p a r t i t i o n  

{I.n} i s  s t a t i o n a r y  and uniform, i.e. 
J 

t h i s  enables  us  t o  express  the  schemes (4.3) by s tandard  g r i d  no ta t ions .  

n The Godunov-type scheme (4.3) generates  d i s c r e t e  va lues  ( v j  1 ,  which are 

r - th  o rde r  a c c u r a t e  approximations t o  {uj } , t h e  cel l -averages of t h e  exac t  

s o l u t i o n .  We no te ,  however, t h a t  t h e  ope ra t ion  of t h e  scheme (4.3) a l s o  

involves  a g l o b a l l y  def ined  pointwise approximation t o  u ( x , t >  of t he  same 

orde r  of accuracy which we denote by The l a t t e r  is def ined f o r  a l l  

x i n  t h e  t ime-s t r ip s  t < t < tn+l by 

- n  

vh(x , t ) .  

n 

v ( 0 ,  t + t )  - E ( t )  R(  ; v") f o r  0 < t <T 
h n (4.9) 

We remark t h a t  (4.3) i s  the a b s t r a c t  ope ra to r  express ion  of a scheme i n  

t h e  s tandard  conserva t ion  form 
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(4 .  loa) 

wi th  the numer ica l  f l u x  

(4.10b) 

For r = 1 (Godunov’s scheme), t h e  numerical  f l u x  (4.10b) can be expressed 

by (1.7). For r > 2 , we make use of t h e  f a c t  t h a t  v (x + t )  i n  

(4.10b) is needed only “ i n  t h e  small”, i n  o rde r  t o  d e r i v e  simple but  adequate  

approximations t o  the  numerical  f l u x  (see [16] f o r  more d e t a i l s ) .  

h j+1/2 ’ tn 

We remark t h a t  (4.7a) is s u f f i c i e n t  but not a necessary cond i t ion  f o r  t h e  

Eh t o  be TVD (4.7b). Other choices  of t h e  s lope  s in (4.6), such 
- 

j 
scheme 

as 

o r  

do not s a t i s f y  (4.7a); neve r the l e s s  t h e  r e s u l t i n g  scheme is TVD. This  is due 

t o  t h e  helping hand of t h e  ce l l -averaging  ope ra to r ,  which is not taken i n t o  

account in (4.4). 

MUSCL-type schemes, as a l l  o t h e r  TVD schemes, are second-order a c c u r a t e  

only i n  the L -sense . I n  o rde r  t o  achieve  higher-order of accuracy,  w e  have 

t o  weaken our  c o n t r o l  over  t h e  p o s s i b l e  i n c r e a s e  in t o t a l  v a r i a t i o n  due t o  t h e  

r econs t ruc t ion  s t ep .  We do so by in t roduc ing  t h e  not ion  of essent ia l ly  non- 

o s c i l l a t o r y  (ENO) schemes i n  t h e  next s ec t ion .  

1 
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5. EN0 S(ZU!XES. 

We turn now to describe the recently developed essentially non- 

oscillatory (ENO) schemes of [16] ,  which can be made accurate to any finite 

order r . These are Godunov-type schemes (4.3) in which the reconstruction 

R(x ; 5) , in addition to relations (4.2), also satisfies 

for any piecewise-smooth function w(x). Such a reconstruction is essentially 

nonoscillatory in the sense that it may not have a Gibbs-like phenomenon at 

jump-discontinuities of w(x), which involves the generation of 0(1) spurious 

oscillations (that are proportional to the size of the jump); it can, however, 

have small spurious oscillations which are produced in the smooth(er) part of 

w(x), and are usually of the size O(hr) of the reconstruction error (4.2a). 

When we use an essentially non-oscillatory reconstruction in a Godunov- 

type scheme, it follows from (4.4) and (5.1) that the resulting scheme ( 4 . 3 )  

is likewise essentially nonoscillatory (ENO) in the sense that for all 

piecewise-smooth functions w(x) 

i.e., it is "almost TVD". Property (5.2) makes it reasonable to believe that 

at time times, we can 

expect 

t = T ,  after applying the scheme N = T/T = O(h-') 

(5.3) 
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We recall that by Theorem 3.1, this implies that the scheme is convergent (at 

least in the sense of having convergent subsequences). This hope is supported 

by a very large number of numerical experiments. I n  order to conclude from 

(5.2) that f o r  all n > 0 , 

(5.3) TV (vn+l) < TV (v") + O(hl+'), p>O 

we still have to show that, starting from a piecewise-smooth 

uo(x) in (4.3b), vn remains sufficiently close in its regularity to a 

piecewise-smooth function, so that (5.2) applies to the following time-steps 

as well. Unfortunately, we have not been able as yet to analyze the 

regulatirty of v . n 

Next we describe one of the techniques to obtain an EN0 reconstruction. 

I ; . )  of a piecewise smooth function w(x), we observe that Given cell-averages 
J 

is the primitive function of w(x). Hence we can easily compute the point 

values (W(xi+ by summation 

(5.4c) 
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Let Hm(x ; u) be an interpolation of u at the points (yj), which is 

accurate t o  order m, i.e. 

(5.5b) ), O<R<m. ( x ;  u)=- dR u(x) + 0th m+l-11 -H dR 
dxR dx R 

We obtain our "reconstruction via primitive function" technique by 

defining 

d R (x; w) = - H (x ; W). dx r (5.6) 

Relation (4.2a) follows immediately from (5.5b) with R = 1 and the 

definition (5.4) , i.e., 

- d  d R(x ; w) = - H (x ; W) = dx W(x) + O(hr) dx r 

= w(x) + O(hr) 

Relation (4.2b) is a direct consequence of (5.5a) and (5.41, i.e., 
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To obtain an EN0 reconstruction, we take Hr in (5.6) to be the new EN0 

interpolation technique of the author [9]. In this case, H,(x ; u) is a 

piecewise-polynomial function of x of degree m, which is defined (omitting the 

u dependence) by 

(5.7a) 

is the unique polynomial of degree m that interpolates u at the 
'j+ 1/2 

where 

m+l points 

(5.7b) 

for a particular choice of i = i ( j )  (to be described in the following). To 

satisfy (5.5a), we need 

therefore, we limit our choice of i(j) to 

(5.7c) j - m+l < i ( j )  < j . 

The EN0 interpolation technique is nonlinear: At each interval 

[Yj ,Yj+ll 9 we consider the rn possible choices of stencils (5.7b) subject to 

the restriction (5.7c), and assign to this interval the stencil in which u is 

"smoothest" in some sense; this is done by specifying i ( j )  in (5.,7b). 
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The information about the smoothness of u can be extracted from a table 

of divided differences. The k-th divided difference of u 

is defined inductively by 

(5.8b) 

and 

(5.8~) 

If u(x) is m times differentiable in [y,, yiW] 

then 

(5.9a) 

If U(~)(X) has a jump discontinuity in [y,, yiW ] then 

(5.9b) u[Sm (i)] = O(h'm+p[u(p)l ), 0 < p < m-1 

( [u(~)] in the RHS of (5.9b) denotes the jump in the p-th derivative), 

Relations (5.9) show that lu[Sm(l)]l is a measure of the smoothness of u 

in S (i), and therefore can serve as a tool to compare the relative 

smoothness of u in various stencils. The simplest algorithm to assign 
m 

S (i(-J)) t o  the Interval [yj yj+i] is the following: m 
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Algorithm I. Choose i ( j )  so  t h a t  

(5.10) 

C lea r ly  (5.10) selects t h e  "smoothest" s t e n c i l ,  provided t h a t  h i s  

s u f f i c i e n t l y  small (but  not  smaller than t h e  round-off e r r o r  of t he  machine 

would permit! ). 

I n  order t o  make a s e n s i b l e  s e l e c t i o n  of s t e n c i l  a l s o  i n  t h e  "pre- 

asymptotic" case, w e  p r e f e r  t o  use the  fo l lowing  h i e r a r c h i a l  a lgori thm: 

Algorithm 11: L e t  i k ( j )  be such t h a t  sk (i ( j ) )  i s  our choice of a (k+l)-  

po in t  s t e n c i l  f o r  [ y . ,  y j+l]o Obviously we have t o  set 

k 

J 

(5.11a) il ( j )  = j 

To choose ik+l ( j I y  we cons ider  as candida tes  the  two s t e n c i l s  

(5.llc) 

which are obtained by adding a poin t  t o  t h e  l e f t  of ( o r  t o  the  r i g h t  o f )  

S k ( i k ( j ) )  , r e spec t ive ly .  We select  t h e  one i n  which u i s  r e l a t i v e l y  

smoother, i.e., 
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Finally we set i(j) = i (j). 

Using Newton’s form of interpolation, we see that the polynomials 

corresponding to the stencils Sk = Sk(ik(j)) selected 

m 

{qk(x)) , 1 < k m , 
by Algorithm 11, satisfy the relation 

(5.11e) 

to be the one that This shows that the choice made in (5.11d) selects 

deviates the least from qk. It is this property that makes Algorithm I1 

meaningful also for h in the pre-asymptotic range. 

‘ k+l 

In Figure 3, we apply the piecewise polynomial interpolation (5.7) to a 

piecewise-smooth function u which has in [-1,1] 3 jump discontinuities in the 

function itself and another one in the first derivative. This function is 

shown in Figure 3 by a continuous line on which there are 30 circles that 

denote the values used for the interpolation. This function was continued 

periodically outside [-1,1] (not shown in the picture). 

In Figure 3a, we show the 6-th order polynomial (5.7) (i.e., m = 6 )  with 

the phed&mnined stencil i(j) = j; i.e., the 7-points stencil 

in [Yj 9 Yj+ll ‘j+ 1/2 {Yj, Yj+y * * * )  Y j + 6  ) = S6(j) is used to define 

Figure 3a shows a highly oscillatory behavior of the interpolation polynomial. 

In Figure 3b, we show the same 6-th order polynomial (5.7) except that 

now we use the adapfive stencil which is selected by Algorithm I1 (5.11). 

To understand why this interpolation works as well as it does, we 

consider the following two possibilities: 

( i) [yj, yj+l] is in the smooth part of u: For h sufficiently small, 

both Algorithms I and I1 chonscr a stencil 

smooth part of the function. In this case, (5.5b) in 

Sm ( i ( j > >  which l a  also iii the  
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[Yj, Yj+l  ] is the  s t anda rd  r e s u l t  f o r  m-th o r d e r  i n t e r p o l a t i o n  of a smooth 

need no t  be a monotone approximation t o  u i n  

n e v e r t h e l e s s ,  i t s  t o t a l  v a r i a t i o n  t h e r e  cannot be more than  
j+ 1/2 

func t ion .  We observe t h e  q 

[ Y j ,  y j++ ;  

0(hm+l> l a r g e r  than t h a t  of U. 

( i i )  [ y j ,  y j+ l ]  con ta ins  a d i s c o n t i n u i t y :  For h s u f f i c i e n t l y  s m a l l ,  

t h e  f u n c t i o n  u near can be thought of as a s tep-funct ion.  I n  t h e  

case of a s tep-funct ion,  t h e  p a r t i c u l a r  choice of i ( j )  is  of no importance 

s i n c e  a l l  the s t e n c i l s  Sm( i )  w i th  j-m+l < i < j l ead  t o  a q 1 ( x )  which is  

monotone i n  ( y j ,  yj+l ). This fol lows from t h e  s i m p l e  obse rva t ion  t h a t  i n  t h e  

case of a s tep-funct ion,  we have f o r  a l l  1 < fi < m, except 2 = j-i 

[ y j ,  yj+l ] 

j+ 12 

(5.12a) 

and, consequently, a l s o  

(5.12b) 

Using Rolle's theorem, we count i n  (5.12b) (m-1) r o o t s  of d qj+l /4dx o u t s i d e  

) . Since dq. 1 /dx is a polynomial of degree (m-1),  i t  fo l lows  

t h a t  t h e s e  are a l l  its roo t s .  Hence, d qj+1/2/dx does not vanish i:: 

(Yj. Y j + l  ) , which shows t h a t  i t  is monotome t h e r e  ( s e e  [17] and [151 f o r  

J +  12 
( Y j ,  Yj+l  

more d e t a i l s ) .  

We conclude t h i s  s e c t i o n  by showing i n  F igu res  4 and 5 t h e  s o l u t i o n  t o  

t h e  shock-tube problem (2.7) by t h e  EN0 scheme with r = 2 (F igu re  4 )  and r = 4 

(F igu re  5). Comparing F igu res  4-5 t o  F igu res  1-2, we observe a cons ide rab le  

improvement i n  performance (see [14] f o r  more d e t a i l s ) .  
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6. NONLINeARITY, UPWIND DIFFERENCING AND LINEAR STABILITY. 

I n  t h i s  s e c t i o n ,  we cons ider  t h e  cons tan t  c o e f f i c i e n t  case (2.1).  I n  

t h i s  case, the  Godunov-type scheme (4.3) can be expressed as 

( 6 . l a )  

- 
where R(x; * )  denotes  the  s l i d i n g  average of R, i .e.,  

(6 . lb)  

W e  no te  t h a t  s i n c e  R is  a piecewise polynomial of degree (r-11, E i s  a 

piecewise-polynomial of degree r. Moreover, t he  conserva t ion  proper ty  (4.2b) 

shows t h a t  R(x ; vn) i s  an i n t e r p o l a t i o n  of (v."). It is i n t e r e s t i n g  t o  

no te  t h a t  us ing  R which is obtained v i a  t h e  p r imi t ive  func t ion  (5.6), w e  g e t  

from (6.1) t h e  p a r t i c u l a r l y  simple form 

- 
J 

by (5.4),  i .e.,  '"J+ 1/2! 
where {Vj+y/J is def ined  at 

(6.2b) j n 
i *  = h  E v 

j+ 1/2 i=io 
V 

Relat ion(6.2)  d i r e c t l y  relates Godunov-type schemes t o  i n t e r p o l a t i o n .  

C l e a r l y ,  i f  t h e  i n t e r p o l a t i o n  Hr i s  based on a f ixed  s t e n c i l ,  then t h e  

---.-.I ~~~~~~~~*~ * 2 - -  sci-,eme is linear; tiie n o n l i n e a r i t y  of tiie EiU'G Sciieiues stems frcirn i t s  

adap t ive  s e l e c t i o n  of s t e n c i l .  
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- 
When r = 1,  R i n  (6 . lb)  is  n e c e s s a r i l y  t h e  p iecewise- l inear  

i n t e r p o l a t i o n  of {v.") ; consequent ly  t h e  "upwind s h i f t "  (-a?) f o r c e s  t h e  

scheme t o  be the  f i r s t - o r d e r  upwind scheme. W e  r eca l l  however t h a t  t h e  

s t e n c i l  i n  t h e  EN0 scheme i s  chosen from cons ide ra t ions  of smoothness which 

have nothing t o  do wi th  t h e  PDE; t h e  "upwind s h i f t "  (-a?) is only by one 

c e l l ;  consequently t h e  r e s u l t i n g  EN0 scheme (6.2) f o r  r > 2 need not  be, and 

i n  gene ra l  is not ,  "upwind". 

J 

We tu rn  now t o  s tudy  t h e  second o r d e r  a c c u r a t e  EN0 scheme (r  = 2 i n  (6.1) 

- (6 .2)) .  It is easy t o  see t h a t  t h i s  scheme is i d e n t i c a l  t o  t h e  MUSCL-type 

scheme (4.6) wi th  s def ined  by (4.6b)'. It i s  somewhat more s u r p r i s i n g  t o  

f i n d  t h a t  t h e  MUSCL-type scheme ( i n  t h e  cons t an t  c o e f f i c i e n t  case), i s  

i d e n t i c a l  t o  t h e  second o rde r  accu ra t e  modified-flux scheme (3.11) wi th  t h e  

c o r  respondence 

j 

Consequently, a l l  t h e s e  second-order a c c u r a t e  TVD schemes can be w r i t t e n  

as (6.1) with a piecewise-parabol ic  R(x; vn)  . For a < 0, we g e t  

which is obtained from t a k i n g  t h e  s l id ing-average  of (4.6a).  

We observe t h a t  when i n  (4.6b)- 

(6.4b) n - n 
j+1/; 9 'j+l - Aj+3/2v 

h *  s = A  
j 
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then (6.4a) i s  the  second-order accu ra t e  upwind-differencing scheme. 

when i n  (4.6b)" 

However, 

( 6 . 4 ~ )  

then (6.4a) i s  the  cen t r a l -d i f f e renc ing  Lax-Wendroff scheme. 

Based on t h i s  observa t ion ,  we see t h a t  t h e  MUSCL-type scheme with s 
j 

def ined  by (4.6b) o r  (4.6b)' s a t i s f i e s  (6.4b) when, as a func t ion  of i, 

(6.4b)- { IA 1 v"l } is decreas ing ,  
i+ /2 

and i t  s a t i s f i e s  ( 6 . 4 ~ )  when 

( 6 . 4 ~ ) '  { I A  1 vnl 1 is inc reas ing .  
i+ /2 

This  shows t h a t  t he  "popular" re ference  t o  t h e  MUSCL scheme and t h e  

modified f l u x  scheme as "upwind d i f fe renc ing"  schemes i s  not  j u s t i f i e d .  

We remark t h a t  t h e  scheme (6.4a) i s  second-order accu ra t e  only i f  

+ O(h2) . 
' j+l  - = 'xx 

I (6.5a) 
I 

This shows t h a t  i n  a d d i t i o n  t o  

(6.5b) S 
j 

w e  need a l s o  t h e  Lipschi tz -cont inui ty  of t h e  O(h) term i n  (6.5b). As w e  have 

mentioned earlier,  t h e  MUSCL scheme, as w e l l  as the  modified f l u x  scheme and 
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other TVD schemes, fail to have this extra smoothness at local extrema, which 

are the transition points between (6.4b) and (6.4~); consequently, their 

accuracy drops to first order at points of local extremum. 

The analysis of these second-order accurate nonlinear schemes shows that 

the "nature" of the scheme depends on differences of its numerical solution; 

therefore, local linearization is not justified. Since the two schemes in 

(6.4) are linearly stable, such incorrect linearization would nevertheless 

result in a correct statement of stability. This is not the case for 

r > 2 ,  where, as r increases, more and more of the various choices of stencil 

can be identified as if belonging to a linearly unstable scheme. Since 

Fourier analysis is valid only if the same stencil is used everywhere, this 

identification is not necessarily relevant and may actually be quite 

misleading. 

A situation of this type is encountered when we consider the initial- 

boundary-value problem (IBVP) in -l<xCl 

x = 1 is an "outflow boundary" and no condition needs to be specified there. 

, where I = J 
We divide [-1,1] into (J+l) interval {I j 1 j=O j (xj - Xj+ 1/2> 
and 

(6.7a) = 1. 
x- 1/2 = -l ' xJ+ '/2 

Given cell averages {w.) for j = 0, ..., J we define W(x-1,g = 0 and 
J 

compute W(x 1 1, j = 1, ..., J by (5.4~) with io = 0; thus W(xj+1/7! is 
j+ 12 
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given also at x = *le Hr(x; w) by Algorithm 11, which is 

modified so that the choice of stencil in (5.11) is restricted to available 

data. Thus, H (x;w) is defined for -l<x<l, and as before we define 

Next we evaluate 

r 

- d  R (x; W) = -  H (x; W) , -l<x<l dx r (6.6b) 

Using this definition of R(x; G) in [-1,1] , we modify the Godunov-type 
scheme ( 4 . 3 )  by 

n+l = A(Ij) %(T) R(* ; V") 
j 

(6.7a) v , O < j < J  . 

(6.7b) vjo = A ( I j )  uo 

N 

N 

Here v (t) = E(t) R( ; vn) is the solution in the small (i.e., for 

0 < t < T) of the IBVP 

N N 

(6.7~) v + f(G)x = 0, :(x,O) = R(x;vn) , v(-1,t) = g(tn + t). t 

This implementation of Godunov-type schemes to IBVP's is very convenient: 

i There are no "artificial numerical boundaries", and the prescribed boundary 

conditions are handled on the level of the PDE (6.7~). We observe, however, 

that near x = -1 the scheme is "differenced against the wind", which is 

linearly unstable if done everywhere. Therefore, our experience with linear 

schemes may inhibit us from using this approach. Overcoming this inhibition, 

we have performed a large numbe of numerical experiments with the 

t 

1 

1 su 
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modified EN0 schemes (two of which are presented  i n  t h e  fo l lowing)  and w e  are 

happy t o  repor t  that  these  schemes have been found t o  be s t a b l e  i n  a l l  our 

experiments.  

I n  Table 1, w e  p re sen t  a mesh-refinement c h a r t  f o r  t he  IBVP (6.6) wi th  

(6.8) u(x,O) = s i n  T X  , u( -1 , t )  = - s in  (l+t) . 

The EN0 schemes were used wi th  a CFL number of 0.8, and t h e  r e s u l t s  are shown 

a t  t = 2. Table 1 i n d i c a t e s  t h a t  t h e  EN0 schemes wi th  1 < r < 6 are 

convergent i n  t h i s  case; t h e  accumulation of e r r o r  seems t o  be l i n e a r .  

Comparing Table 1 t o  t h e  pe r iod ic  case (see [ g ] ) ,  we observe t h a t  t h e  resul ts  

f o r  t h e  IBVP are s l i g h t l y  b e t t e r  i n  t h e  asymptot ic  range, which is  t o  be 

expected. 

Next we cons ider  t h e  IBVP (6.6) wi th  

(6.9a) l + t  u(x ,o)  = e-x , u ( - l , t )  = e 9 

t h e  so lu t ion  t o  which i s  

-x+t (6.9b) u ( x , t )  = e 

We observe t h a t :  ( i )  l u ( k ) ( x , t ) l  i s  a monotone decreas ing  func t ion  of x 

f o r  a l l  k and t. Consequently, i f  we apply Algorithm I1 t o  ;(e , t )  w e  ge t  

i ( j )  = j i n  (5.11). (ii) The scheme (6.2) wi th  t h e  f i x e d  choice i ( j )  = j i s  

l i n e a r  and s t r o n g l y  "biased a g a i n s t  t he  wind"; consequent ly ,  i t  is l i n e a r l y  

uns t ab le .  
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I n  Table  2,  we p re sen t  a mesh-refinement c h a r t  €or  t he  s o l u t i o n  a t  t = 1 

of t h e  IBVP (6.9) by t h e  4-th order  EN0 scheme (r  = 4 in (6.6) - (6.7)) wi th  

CFL = 0.4. I n  s p i t e  o€ t he  previous observa t ions ,  w e  f i n d  t h a t  t h e  scheme 

seems t o  be convergent. This  "paradox" is  resolved once we examine t h e  d a t a  

in Figures  6 and 7 f o r  J = 80 and 160, r e spec t ive ly .  I n  ( a ) ,  ( b ) ,  ( c )  and 

( d ) ,  w e  show the  abso lu te  va lue  of t h e  k-th divided d i f f e r e n c e  

k = 0,  1, 2 ,  3, r e spec t ive ly .  We see t h a t  t h e  numerical s o l u t i o n  and i t s  

f i r s t  d iv ided  d i f f e r e n c e  are monotone. However, t h e  second and t h i r d  d iv ided  

d i f f e r e n c e s  are o s c i l l a t o r y .  This  a l l o w s  t he  scheme t o  s e l e c t  i ( j )  f j in 

(5.11). The a c t u a l  choice  of i ( j )  a t  t = 1 i s  shown in Figure 6e and Figure  

7e; t h e  s t r a i g h t  l i n e  in t hese  f i g u r e s  i s  i ( j )  = j .  Comparing Figure 6d t o  

F igure  7d, w e  see t h a t  t h e  o s c i l l a t i o n s  i n  v[S3] , t h e  t h i r d  d iv ided  

d i f f e r e n c e  of v,  are uniformly bounded under refinement.  Analysis of t h e  

numerical  d a t a  sugges ts  t h a t  

Iv[Sk]I f o r  

(in an  average sense)  as h + 0; 

v[Sk] = ~ ( ~ ) ( x , t )  + O(h 3-k) f o r  k-0, 1,  2 .  

F i n a l l y ,  we cons ider  t h e  app l i ca t ion  of t h e  4-th o rde r  EN0 scheme t o  t h e  
I 

p e r i o d i c  IVP 

v O = ( -1) j .  
' j  

u + ux = 0, u(x,O) = ? ? ?  
t 

(6.10a) 

, 
'w'e observe t h a t  t h e  mesh o s c i i i a t i o n  d a t a  i n  (6 . i0a j ,  
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(6.10b) 

is the highest frequency in (2.3b), which determines the linear stability of 

the constant coefficient scheme (2.2). We note, however, that as h decreases, 

the total variation of vo becomes unbounded. Consequently, v does not 

represent a BV function and, therefore, need not be considered when testing 

for total-variation-stability in (3.1). In the following, we describe 

numerical experiments where we apply the 4-th order EN0 scheme to (6.10) 

anyhow. The selection of stencil (5.11) is designed to make a sensible choice 

only when applied to piecewise-smooth data. In the mesh-oscillation case 

is constant as a function of i for all k; consequently, (5.11) 

results in the arbitrary choice of the uniform stencil i(j) = j-3 (see Figure 

8b). A s  in the previous case, the EN0 scheme becomes a constant coefficient 

scheme (2.2) for which linear stability analysis applies. In Figure 8c, we 

show the amplification factor of the mesh-oscillation mode 

0 

Iv[S,(i)]l 

as a function of the CFL number v = Xa. The amplification factor (6.10~) 

for the EN0 schemes is determined by two competing factors: (i) Increase of 

oscillations due to the reconstruction, which is based on the highly- 

oscillatory interpolation of the mesh oscillation (6.10b); (ii) Decrease of 

oscillations due to the operation of cell-averaging on the translated data. 

Figure 8c shows that for v < 0.26, the latter wins and the scheme is linearly 

stable; for larger values of v the scheme is linearly unstable. In Figures 

8d and 8e, we show the numerical solution of the 4-th order EN0 scheme with 
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v = 0.6 after a single time-step (n=l> and twenty time-steps (n=20), 

respectively. Clearly, the numerical solution blows up like (1.67): 

It is amusing to realize that this "linear instability" is itself 

"nonlinearly unstable" in the sense that any nonuniform perturbation of the 

mesh-oscillation data turns the EN0 scheme into a stable nonlinear scheme. To 

demonstrate this point, we perturb the mesh-oscillation data by a random noise 

of the size of the round-off error (see Figures 9a and 9b), and repeat 

the previous calculation. In Figures 9d - 9k, we present subsequent "snap- 

shots" of the numerical solution, which show that the numerical solution 

decays in both the amplitude and the number of oscillations; observe that the 

rate of decay is faster for the highly oscillatory components of the solution 

and slower for the smoother ones. 

This property enables the scheme to combine "robustness" with accuracy. 

We demonstrate this feature of the EN0 schemes in Figure 10 where we apply the 

4-th order scheme with v = 0.4 to initial data of sin AX perturbed by 

random noise of the size 10-1 ; the squares denote the numerical solution; 

the continuous line shows sin TX.  
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Table 2. Mesh Refinement for 41th Order EN0 with Exponential Data. 

-X l+t u + u = 0 , u(x,O) = e ; u(-1.t) = e ; outflow BC at xel. t x  

CFL = 0.4 , t = 1. 

J 

L, -error 

L1-error 

20 

5.063~10-~ 

2.905~ 1 0-4 

40 

3.968~10-~ 

1 .664x10q4 

80 I I 640 160 320 
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